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Abstract

This paper presents a quantum algorithm for finding minimal ESCT (Exclusive-or Sum of Complex Terms) or ESOP (Exclusive-
or Sum Of Products) expressions for any arbitrary incompletely specified switching function. The proposed algorithm takes
advantage of the inherent massive parallelism of quantum circuits in order to achieve better complexity than the conventional
ones. The proposed Exclusive-Or (xor) expressions such as ESCT can be used to implement an arbitrary Boolean function into
a reversible or even a quantum circuit.

I. INTRODUCTION

Quantum circuits have already begun to establish themselves as the future in the computer design technology. Despite the
technical difficulties in implementing a complete quantum computer, quantum circuits are already being studied thoroughly.
Many algorithms, specifically designed for quantum computers, have been proposed and some of them prove that, in certain
kinds of problems, a quantum computer can achieve far better complexity than a conventional one. The three algorithms
that constitute, so far, the foundations of quantum algorithms are the Shor’s [1], the Grover’s [2] and the Quantum Fourier
Transformation [3] algorithms. In particular, the Shor’s algorithm can find the periodicity of a function in polynomial time,
providing exponential speedup which, in principle, renders RSA and related cryptography algorithms obsolete. Grover’s
algorithm is the optimal quantum searching algorithm even though it doesn’t achieve the spectacular speedup of the previous
one. Finally, the quantum Fourier Transform is actually the implementation of the Discrete Fourier Transform as a quantum
circuit and has many applications in quantum algorithms as it provides the theoretical basis to the phase estimation procedure
and is a key feature for many important quantum algorithms. All these quantum algorithms achieve complexities far better
than their conventional counterparts. It seems that quantum computers are the answer in solving complexity intensive classical
problems.

A very interesting and very difficult problem for a conventional computer is to find minimal ESCT (Exclusive-or Sum of
Complex Terms) or ESOP (Exclusive-or Sum Of Products) expressions for an arbitrary completely specified switching function.
Finding minimal ESCT or ESOP expressions for an incompletely specified function is even more difficult.

An interesting property of the ESCT and ESOP expressions is that they can be directly mapped to cellular architectures like
the Maitra Cellular Architecture (Fig. 1) which has been proved to be reversible [4]. Therefore expressing a Boolean function
in ESCT or ESOP form results in a reversible circuit and may help in designing quantum circuits [4].

Some algorithms for finding minimal ESOP or ESCT expressions for an arbitrary completely specified switching function,
but with limitations on its number of input variables or the number of terms in its minimal forms, have been presented in the
past [5], [6], [7], [8], [20], [19], [12]. Others have been designed in order to detect almost minimal ESOP or ESCT expressions
but for more input variables [4], [9], [10], [19], [12], [18]. Algorithms for finding almost minimal ESCT or ESOP expressions
for incompletely specified functions are significantly less [21], [22], [23], [24].

In [15] a quantum algorithm for finding FPRM (Fixed Polarity Reed Muller) expressions with number of terms less than a
specified threshold is described. It proposes the construction of a specialized quantum operator (oracle) which evaluates FPRM
expressions. It then uses this oracle in conjunction with Grover’s algorithm [2] in order to find the FPRM expressions with the
desired characteristics. In [16] a quantum algorithm (QMinl) for finding ESCT or ESOP expressions with number of terms
less than a specified threshold is described (and if the threshold is appropriately selected, it finds minimal expressions). QMin
algorithm uses a modified oracle for Grover’s algorithm and detects minimal ESCT or ESOP expressions for an arbitrary
completely specified Boolean function.
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In this work the previously mentioned QMin algorithm [16] is extended in order to detect minimal ESCT or ESOP expressions
for incompletely specified Boolean functions (QMin is designed for completely specified Boolean functions). To the best of
the authors’ knowledge, this is the first quantum algorithm that detects minimal ESCT or ESOP expressions for an arbitrary
incompletely specified Boolean function.

II. THEORETICAL BACKGROUND
A. Definitions

In this section we provide some background definitions.

Definition 1: Let V; = {0,1},i =1,...,n and B = {0, 1}. A single output Boolean function f(Xj,...,X,,) is a mapping
f:Vix...xV, — B. Variables X1,..., X, are called the support of f.

Definition 2: Let X{,..., X} be literals (X = 0,1, ¢ =1,...,n) of the Boolean variables X1, ..., X,,, which belong to
the support of Boolean function f. Then C'= X7 --- X is a minterm of f.

Definition 3: Let V; = {0,1} and T = {0,1,d}. A single output incompletely specified Boolean function f(X7,...,X,)
is a mapping f : Vi x ... x V,, — T. The minterms for which f(Xi,...,X,) = d are the don’t care minterms of the function
(DC-set). In these cases the value of f is unspecified. The set of minterms for which f = 0 is defined as the OFF-set of f.
Likewise the set of minterms for which f =1 is the ON-set of f.

Definition 4: A complex Maitra term [11](complex term or Maitra term for simplicity) is recursively defined as follows:

1) Constant 0 (1) Boolean function is a Maitra term.

2) A literal is a Maitra term.

3) If M; is a Maitra term, « is a literal, and G is an arbitrary two-variable Boolean function (Maitra cell), then M;,; =

G(a, M;) is a Maitra term.
Additionally, it is required that each variable appears in each Maitra term only once.

As it was presented in [6], every complex term can be written as: Fj,(x,,y), where y is a complex term, not depending on
Zn, and Fy,(z,,y) denotes a boolean function between z,,, y. In particular, F},(x,,y) can be one of the following: F,(z,,y) =
{Fi(2n,y) = on +y, Fo (20, y) = Tn + 4, F3(20,y) = 0y, Fa(Tn,y) = 20y, F5(2n,y) = 20 © Y, Fs(vn,y) = y}. Hence,
p=12 ..6.

A wave cascade expression can be directly mapped to a special celllular architecture, called the reversible wave cascade
cellular architecture.

Definition 5: An ESCT (Exclusive-or Sum of Complex Terms) expression (some times also called reversible wave cascade
or Maitra expression) for a switching function is an exlusive-OR sum of complex terms:

m

Q = Z @Mia
i=1

where M, are complex terms and m is their number inside the expression. The same variable ordering is used for every M;.
The size, s(Q), of the expression () is defined as the number of complex terms inside the expression.
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In the case where the Maitra cells of a complex term do not implement the logical OR and XOR functions, the complex term
is also called a product term and an ESCT expression composed by product terms is reduced to an ESOP expression.

Definition 6: A minimal (or exact) ESCT (ESOP) expression of a switching function f(x1,...,x,) of n variables is defined
as the one which has fewer number of terms comparing to every other ESCT (or ESOP) expression for this function.

Definition 7: The ESCT (ESOP) weight w(f) (or simply weight) of a switching function f(x1,...,x,) of n variables is
defined as the number of complex terms (product terms) in a minimal ESCT (ESOP) expression of f.

Every two-variable switching function has ESCT weight equal to 1 [11].

Definition 8: The subfunctions fi, fo, fo of a switching function f(x) (x is the vector of its variables) are defined as
fi=fx, 22,201, 1), fo = f(21,22,...,20-1,0), f2 = f1 @ fo, regarding variable z,,.

Definition 9: The minterm representation (MT) of a switching function f with n variables is a bitvector of size 2" where
the i-th bit is 1 if the i-th minterm of f is 1.

For the rest of this paper, the minterm representation of a switching function will be enclosed in brackets. It is very easy to
prove that the upper half of the MT representation of a switching function corresponds to its f; subfunction, while the lower
half corresponds to its f; subfunction.

Definition 10: Let f be a Boolean function, z, a Boolean variable that belongs to f’s support and fy, f1, fo are the



subfunctions of f regarding z;. The function f can be expressed as:

f:TnfO@xnfl (1)
f:fo@xan (2)
f=hH®Tufo 3)

These expansions are known as Shannon (Boole), positive Davio and negative Davio respectively.

B. ESOP and ESCT Minimization

As it was stated in the introduction, finding minimal ESOP or ESCT expressions for an arbitrary Boolean function is a very
difficult problem.

In this section, we present the theoretical formulation which will help us construct algorithms that find minimal ESOP or
ESCT expressions for an arbitrary Boolean function.

An arbitrary completely specified Boolean function can always be written as:

f(xla-”axn) =Tng1 D Tng2 D gs (4)

This is because we can express subfunctions fy, f1 of f as following: fo = g1 P g3, f1 = g2 P g3 and g1, g2, g3 are Boolean
functions of 1, z3,...,2,_1 variables. From Shannon expansion it holds: f = z,, f1 ® Tn, fo = Zn(g2 ® g3) ® Trn(g1 D g3)=
Tng2 @ Tng1 © (Tn © Tn)g3= Tng2 © Tng1 © g3.

In [12], [20] it is proved that each minimal ESOP expression is written in the form of equation 4. In [16] it is also proved
that each minimal ESCT expression is written in the same form. The only difference is that in the first case functions g1, g2, g3
must be expressed as minimal ESOP expressions, while in the second one they must be minimal ESCT expressions.

In both cases, if we find the appropriate g1, g2, g3 functions (and then their minimal ESOP or ESCT expressions) we can
find minimal ESOP or ESCT expressions for our input function. Since g1 = fo @ g3 and g2 = f1 @ g3, the difficulty is to find
the g3 function for which the f is minimal. In order to find it we must check every possible g3 function.

This previous observation gives us the following Theorem.

Theorem 1: Every minimal ESOP or ESCT expression for a completely specified Boolean function f of n variables can be
found by merging every possible function g of n — 1 variables with subfunctions fy, f1 of f.

Theorem 1 denotes that we can merge any possible g function (including the constant 0 and 1 functions) with fo, f; and
we will acquire at least one minimal ESCT (ESOP) expression for function f in the form: x(f1 & g) ® Z(fo @ g) @ g. The
only difference is that in the case of ESCT expressions we must stop the recursion at the 2-variable level (since every non
constant 2-variable function has ESCT weight equal to 1), instead of the 1-variable level in the ESOP case. Moreover, the
constant function 1 does not add to the ESCT weight, although it does so in the ESOP case [8].

In the case of incompletely specified functions, we can take advantage of this previous theoretical formulation to find minimal
ESOP or ESCT expressions, although the problem becomes much more difficult. In essence, an incompletely specified function
is a set of completely specified functions (by placing don’t care terms either in the ON or the OFF set of the function with
all possible combinations). Therefore a naive algorithm for finding minimal ESOP or ESCT expressions would be to produce
every possible completely specified Boolean function derived from the incompletely specified one and then minimize each
one of them. At the end we would keep the best results. This algorithm is of course intractable for a conventional computer
(especially if our input function contains many don’t care terms), but as we will see in the next sections it is tractable for a
quantum computer.

C. Grover’s Algorithm

In [2], L. Grover presented a quantum algorithm for finding a specific element in an unsorted database in O(\ﬂN )) steps
(N is the number of elements in the database). This result is much better than its conventional analogue (O(N)). The initial
state of the database is the superposition of all possible /N elements. This is accomplished using the Walsh-Hadamard gate. In
each step, Grover’s algorithm increases the amplitude of the marked states (the states of the elements we are searching for)
and decreases those of the unmarked ones by O(1//(N)). After O(,/(N)) steps the probability of the marked states will
be almost 1 and those of the unmarked states will be almost 0. At that point, we perform a measurement and find one of the
elements we are searching for. The actual behavior of Grover’s algorithm depends on a specific quantum operator called the
Oracle. This operator decides which states are the marked ones and which are not.

III. ALGORITHMS
A. Previous Work

Grover’s algorithm can be seen as a generic framework for solving many difficult problems, for a conventional computer.
This can be done by constructing an appropriate oracle operator.
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In [15] Li, Thornton and Perkowski presented a quantum algorithm based on Grover’s, that could find FPRM (Fixed Polarity
Reed Muller) expressions for a specific completely specified Boolean function, with number of terms less than a specific
threshold. Their algorithm is actually Grover’s algorithm using a special Oracle operator. This oracle operator calculates
all possible FPRM expressions for the input Boolean function and then favors those expressions that have number of FPRM
coefficients less than a specified threshold. At the end, Grover’s algorithm will result in one of these expressions. By constantly
readjusting the threshold with the new minimum number of FPRM coefficients and rerunning the Grover’s algorithm, one can
find minimal FPRM expressions for an arbitrary completely specified Boolean function.

In [16], a different oracle implementation is proposed in order to find minimal ESOP or ESCT expressions for an arbitrary
completely specified Boolean function. In this case, the oracle is modified in the same principle as before. It is composed of
two distinct parts: The Expression-Estimator and the Comparator. The first part calculates in parallel all possible ESOP or
ESCT expressions and determines the number of terms (complex or product) in each one (cost function). The Comparator is
the same as in [15]. This algorithm also detects the expressions that have number of terms (product or complex) less or equal
to a certain threshold. The proposed quantum algorithm was named QMin.

B. DCQMin

All the previously mentioned algorithms are designed to minimize completely specified Boolean functions. Our proposed
algorithm, called DCQMin, is essentially the QMin algorithm but redesigned for minimizing incompletely specified Boolean
functions.

DCQMin stages are presented in Fig. 2. As it can be observed DCQMin is essentially Grover’s algorithm, with modified
oracle.

The DCQMin-Oracle is composed of two distinct components. The first one called the Expr-Estimator is the one that
implements Theorem 1 and produces ESOP or ESCT expressions for our input function. The second one is the Comparator
which compares the number of terms (complex or product) of every produced expression with a given Threshold. It returns 1,
thus denoting a marked state, if this number is less or equal to Threshold and O otherwise, thus denoting a non marked state.

The Expr-Estimator component can be seen in Fig. 3. It is composed of three main buses. The first is initialized by the
Walsh-Hadamard gates of Fig. 2 (they reside outside the Oracle operator and inside the DCQ module Fig. 5) and stands for
the g function of Theorem 1. The second and the third one are initialized as the minterm representation of subfunctions f;
and fy of our input function, respectively. The CNOT gates produce the bitwise XOR sum of the g function (first bus) with
f1 and fy, respectively, thus producing the g @ f1 and g @ fy functions of Theorem 1.

It is important to note that the input function to the QMin quantum circuit is in the minterm representation. Therefore it is
easy to derive the minterm representations of its subfunctions.

The LUT operators that follow, give the weight of their input function and are really recursive snapshots of the bigger
Expr-Estimator circuit. For ESOP expressions and functions of 1 variable, the LUT circuit can be seen in Fig. 2 (bottom level
rightmost part). For ESCT expressions and functions of 2 variable, the LUT circuit can be seen in Fig. 2 (bottom level leftmost
part). For all other cases the LUT circuit is really the Expr-Estimator circuit defined recursively.

At this point, the number of terms for each possible ESCT or ESOP expression of functions g,g ® f1, 9 ® fo is calculated.
According to Theorem 1, the number of terms in an expression of our initial function is their sum. Therefore, we use a quantum
adder to perform this task. Such a quantum adder is presented in [13].

The other component of DCQMin-Oracle is the Comparator. The Comparator used, has been presented in [15]. A 2-qubit
Comparator can be seen in Fig. 4. It should be noted that the Comparator is used only once and not within the recursion
performed by the Expression-Estimator.

It must be noted that the ¢ output of the DCQMin Oracle operator in Fig. 3 is the input to the Comparator operator. The a, b, ¢
outputs correspond to the g, g ® f1,9 P fo functions of Theorem 1 and are considered outputs of our quantum minimization
circuit (Fig. 2). These outputs are simply propagated through the comparator.

The actual quantum minimization algorithm is, of course, Grover’s algorithm, using the previously described DCQMin Oracle
circuit as the specialized oracle operator. It takes as input (Fig. 2) an arbitrary switching function f and a Threshold. Its outputs
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are the a, b, ¢, g outputs of the Oracle circuit. At the end of the execution, those expressions of f that have number of terms
(either complex or product, depending on the type of expressions we are searching for) less or equal to the Threshold, will
have, all together, probability almost 1 (marked states), while all the others will have probability almost O (unmarked states).
Upon measuring one of its outputs (for instance the a output), all the outputs (and therefore the propagated corresponding
inputs) will collapse to those corresponding to one of the marked states. The weight of the output expression will be given by
¢, while the actual expression can be reconstructed from outputs a, b, ¢ according to Theorem 1.

The DCQ module Fig. 2, receives as input the incompletely specified Boolean function and produces its associated set of
completely specified Boolean functions as described in subsection II-B. All these functions are in superposition and they are
fed to the main quantum circuit. DCQMin uses Grover’s algorithm to find which of these functions has a solution with the
least possible number of product (ESOP case) or complex (ESCT case) terms and returns one of them.
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An incompletely specified Boolean function can be described as a Boolean function where some minterms are either O or 1.
This means that we cannot, initially, decide the actual value for these minterms. In quantum circuits this is equivalent as having
a qubit to be in either the |0 > or the |1 > state, in equal probability. The input to the DCQ is the minterm formulation of the
incompletely specified Boolean function where each qubit represents the presence or not of its corresponding minterm. Some of
these qubits represent don’t care minterms. Putting those qubits in superposition of their basic states is equivalent as declaring
their corresponding minterms as don’t care minterms. This is what the DCQ module really does. It adds a Walsh-Hadamard
gate for every such qubit, thus putting those qubits in superposition of their basic states.

An example of the DCQ module for the 4 variable function [22x4] (where x represent a don’t care minterm) is shown in
Fig. 5.

The DCQMin oracle circuit has been simulated successfully using the Fraunhofer Quantum Computing Simulator [14].

IV. CONCLUSIONS AND FUTURE WORK

In this work quantum algorithm QMin [16] is extended for minimizing incompletely specified Boolean functions. DCQMin
is a quantum algorithm that receives as input an arbitrary incompletely specified Boolean function and detects its ESOP or
ESCT expressions with number of terms (complex or product) less than a specified threshold. It is obvious that by repeativelly
executing DCQMin and updating the Threshold as necessary we can find minimal expressions for a specific function. An initial



estimation for the Threshold can be obtained from conventional heuristic minimizers such as exorcism-4 [18], QuiXor [19] or
QuickDCMIN [21] (ESOP case) or EMinl [7] (ESCT case).

Future work will focus on extending the algorithm in order to address the multi-output switching function minimization
problem.
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