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Abstract

This paper deals with the use of a minimal model for
performing secure computations. The communication is
based on a protocol which makes use of minimal ESCT
(Exclusive-or Sum of Complex Terms) expressions in order
to perform a secure computation. The complexity of this
protocol is directly proportional to the size of the ESCT
expression in use, which is much smaller in comparison to
other proposed minimal models (e.g. ESOP). Hence, this
paper provides a very usefully application of the ESCT
expressions in the field of cryptographic protocols.

I. Introduction

The secure computations in a minimal model problem was
initially introduced by Feige, Kilian and Naor in [1]. In
particular, the problem is as follows. Alice and Bob are two
players who hold n-bit private input strings a € {0,1}"
and b € {0,1}"™ respectively, and share a random string.
Both want a third player, Carol, to learn the output f(a, b)
of a predetermined function f : {0,1}"x{0,1}" — {0,1}
without revealing any unnecessary information bout their
inputs. Alice and Bob are allowed to send a single message
through a private channel and are considered to be com-
putationally unbounded. The following example should
further clarify the basic idea behind this model.

Consider the simple case where Alice and Bob hold
one-bit input string a € {0,1} and b € {0, 1} respectively.
They want Carol to compute the exclusive-or function
(EXOR) f(a,b) = a®b without revealing any unnecessary
information. Both share a random key k& € {0,1}. At
first, Alice sends the one bit message a ¢ k to Carol
through a private channel. Bob does the same with the
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Fig. 1. Reversible wave cascade CA

message b k. Carol receives both messages and computes
(a®k)® (b k) =a® b which the desired output. It is
obvious that the messages of Alice and Bob remain private
through the whole procedure, because they are transmitted
through private channels and Carol acquires just the result
of f, not the input strings, since k is random.

From the above, we can easily find the communication
and randomness complexity of this protocol. If each of
Alice and Bob send n, and n; bits and the random string
is ny, bits long, then we have a (ng, ny; nk)-protocol. Ac-
cordingly, the previous protocol which securely computes
the EXOR functions is a (1, 1; 1)-protocol.

In [1], a protocol for secure computations was pre-
sented. For a arbitrary function f : {0,1}" x {0,1}" —
{0, 1}, the message exchange goes as follows. Alice sends
a 2"-bit message, while Bob an (n + 1)-bit message to



Carol. Furthermore, a common 2™ + n random string is
used. In this case, the protocol is (2",n + 1;2" + n)-
protocol.

The protocol used in this paper has been initially
presented in [2]. The problem has been addressed using
ESOP (Exclusive-or Sum of Products) expression as a
minimal model. It is a (2¢,¢+1; 3t)-protocol, where ¢ is the
number of product terms in a minimal ESOP expression
of the function f : {0,1}" x {0,1}™ — {0, 1}. That paper
proposes a communication protocol based on the fact that
any function can be expressed using an ESOP expression.
The complexity of the protocol is directly analog to the
number of product terms of the minimal ESOP expression.
The protocol will be further analyzed in the following
sections.

In this paper, a better and more general minimal model
is used in order to achieve better complexity in commu-
nication. In particular, we examine the “exclusive-or” sum
of simple disjoint decomposition expressions, in order to
achieve better minimality. This general formalism includes
as a special case the ESOP expressions used in [2].
Furthermore, ESCT (Exclusive-or Sum of Complex Terms)
expressions are adopted as a special case of the general
case because by definition they can be directly mapped to
a simple disjoint decomposition. These ESCT expressions
also include ESOPs as special case. Moreover, efficient
algorithms exist for mapping an arbitrary function to such
optimal [3], [4], [5], [6], [7], [8], [9] or near optimal [10],
[11], [12], [8], [9], [13] ESCT expressions. The proposed
ESCT formalism, improves the one of [2] using ESOPs,
by about 40%, as will be shown the following sections.

II. Theoretical Background

In this section we provide some theoretical background
for the simple disjoint decomposition as well as the ESCT
expressions.

The disjoint decomposition of a Boolean function is
a representation of type f(X) = h(Z,¢g(Y)) with YV
and Z being sets of variables partitioning the set X.
Disjoint decomposition has many applications in computer
science and discrete mathematics, including logic synthesis
[14], combinatorial optimization problems over graphs and
networks [15], reliability theory [16] and game theory [17].
It is very important to have efficient algorithms that find
all the decompositions for a given function. For Boolean
functions, however, the existing methods either involve the
solution of an NP-complete problem or have exponential
running time making them inefficient to use.

Let z; be binary variable literals, y a binary
value (constant input) and G; arbitrary 2-input 1-
output boolean functions (1 < ¢ < n). Then U =
Gn(2n, Gp—1(p—1,Gn—2(xpn_2,...,G1(x1,y)))) is an

n-variable complex term (or Maitra term) that depends on
variables x1, ..., x,. Functions GG; will be called the cell
functions of the term.

The G; cell function can be any single-output two-input
function. It has been proved in [18] that it is sufficient for
G to be any of the six functions = +y (cell 1), T+ 1y (cell
2), zy (cell 3), zy (cell 4), Py (cell 5), y (cell 6) which
we will call cell set for the rest of the paper.

A product term is a special case of a complex
term where the G;(z,y) function may be of the form:
xy, Ty, vy, xy,x,y,0,1. If the last four cases are not
allowed then the product term is actually a minterm.

An ESCT (Exclusive-or Sum of Complex Terms) ex-
pression (some times also called reversible wave cascade or
Maitra expression) for a switching function is an exlusive-
OR sum of complex terms:

where M; are complex terms and m is their number in the
expression. The same variable ordering is used for every
M;. The size, s(Q), of the expression ) is defined as
the number of complex terms inside the expression. The
corresponding architecture is shown in Figure 1. If we only
allow cells of type 3,4 and 6 the ESCT expressions are
reduced to ESOP expressions.

It is obvious that using ESCT instead of ESOP expres-
sions can lead to expressions with significantly less number
of terms. Generally an ESCT expression has about 40%
less terms compared to the ESOP counterpart.

Furthermore, there is significant research activity in the
field of ESCT minimization and several efficient algo-
rithms (both exact or heuristic) have been proposed. Some
algorithms for finding minimal ESOP or ESCT expressions
for an arbitrary completely specified switching function,
but with limitations on its number of input variables or the
number of terms in its minimal forms, have been presented
in the past [3], [4], [5], [6], [7], [8], [9]. Others have been
designed in order to detect almost minimal ESOP or ESCT
expressions but for more input variables [10], [11], [12],
(81, [9], [13].

It is obvious that ESCT expressions is a special
case of expressions of “exclusive-or sum” of
simple disjoint decomposition expressions. Indeed,
Gn(l‘n, Gn_1($n_1, Gn_g(xn_g, ey Gl (ml, y)) .. ))
can be written as
Gn(tn, Gn-1(xn-1,Gn-o(Tpn_9,...,Grp(zr, G"))...)),
where G’ = (vk—1,Gr-1(...,G1(x1,y))) or
Gn(l’n, Gn,1($n,1, ey Ly G/(.Tk,l, . 71‘1)) .. ))



III. Protocol using an esct expression

In this section, the communication protocol is presented.
This protocol is the one proposed in [2] with the difference
that it is modified to handle ESCT expressions. For clarity
reasons, it will be redescribed.

Suppose Alice and Bob want Carol to securely compute
function f such that f : {0,1}"x{0,1}" — {0, 1} without
any unnecessary information to be revealed. Both hold
private input strings a € {0,1}" and b € {0,1}". The
basic outline of the communication is as follows.

1) Obtain a minimal (or near minimal) ESCT

expression for f like the following
fla;b) = Ai(a,Bi(b)) @& Az(a, B2(b)®
...®A(a, B(b))
where A; and B;,7 < i < t are complex terms
such that A; : {0,1}" x {0,1}" — {0,1} and
B;:{0,1}™ x {0,1}™ — {0, 1}.
2) For each complex term A;(a, B;(b)), Alice and Bob
make Carol learn the value A;(a, B;(b))® K® where
K' € {0,1} is a random key known only to Bob.
3) Carol has obtained ¢ one-bit messages A;(a, B;(b))®
K, i <i < tand Bob transmits the one-bit message
K'@ K?@ ... 9 K*. Now Carol only has to add
this message to the previously received messages
69::1 A;(a, B;(b))® K" in order to obtain the value
of f.

A. Detailed Protocol

Adapting the analysis from [2] to the current scheme
one can obtain the following protocol. Let A and B
be functions such that A : {0,1}" — {0,1} and B :
{0,1}™ — {0,1}. Let also a € {0,1}"™ and b € {0,1}" be
the input strings held by Alice and Bob respectively. The
goal is Carol to obtain the value of A(a, B(b)) ® k where
k is a random key known only Bob.

In order for the protocol to be further analyzed, some
special operations need to be defined adopted from [2].
Given a 2-bit message (z,y) the operations shift and get
are defined as follows.

o shift’(z,y) = (z,y)

o shift' (z,y) = (y,2)

* geto(x,y) =

o get'(z,y) =y

In other words, shift’ returns the inputs unchanged,
shift' swaps the inputs, get® returns the first input bit and
get! returns the second one.

Alice and Bob share a 3-bit random string
((K° K%),s). The first 2 bits are used for encryption of
the message to Carol, while the third is used for shuffling
the message. Alice and Bob perform the following.

e B(b) can be either O or 1. Taking under
consideration both possibilities, Alice creates a
two-bit message (A(a,0),A(a,1), encrypting it
using the (K°, K!) keys. So the message becomes
(A(a,0) ® K° A(a,1) @ K*. Furthermore, Alice
shuffles the message using the s random bit. Now
the message is shift’((A(a,0) ® K° A(a,1) ® K1)
which is sent to Carol. Depending on the value of s
the message can take the following two forms.

{ (A(a,0) ® K° A(a,1) ® K') if s=0
(A(a,1) ® K, A(a,0) ® K°) if s=1

o On the other hand Bob knows that if B(b) = s then
the first bit of the message received by Carol is the
correct one. Otherwise the correct bit is the second
one. So Bob sends the one-bit value B(b)®s to Carol.

o Carol obtains the one-bit value
get®(VOsshift* (A(a,0) @ K9 A(a,1) ® K
which is equal to A(a, B(b)) @& KBZ® as can
be easily verified by examining every possible
combination concerning the value of B(b).

The above protocol which is a (2,1;3)-protocol

achieves secure computation since only Bob knows the
random key KB®),

B. Generalization of the Protocol

Considering the above analysis, a generalized formula-
tion of the protocol can be easily derived.

Let f be a function such that f : {0,1}" x {0,1}" —
{0,1} and let
f(a,b) =
e @At(a, Bt(b))
be an ESCT expression of the the function f. Alice and
Bob share a 3¢-bit random string
(((K?> Kll)a 51), ((KS’ K21)7 82) ... ((ng Ktl)a 5¢).

Alice and Bob hold private input strings a € {0,1}"
and b € {0,1}" respectively. The communication is as
follows:

o Alice sends 2t-bit message to Carol such that
(shift® (A;(a,0) @& KY Ai(a,1) & Ki),
shift®?(As(a,0) & K9, As(a,1) @& K3),...,
shift® (A;(a,0) ® K7, Ay(a,1) & K}))

o Bob then sends two distinct messages. The first is a
t-bit message
(Bl<b) D S1, Bg(b) &) S92,y Bt(b> D St>,
while the second is the one-bit message
@1;:1 KiBi(b) _ KlBl(b) ® K2Bz(b) o KtBt(b)

« Finally Carol Computes the value
P, getPi®si  (shift (K0, A;(a, Bi(b) @
Ko @, K

It is obvious from the above analysis that the proposed
protocol is a (2t,t + 1; 3t)-protocol.

Ai(a,B1(b)) @& As(a,Bs(b))®



This protocol holds the same privacy and uniformity
properties as the one proposed in [2]. The main difference
is that the use of ESCT instead of ESOP expressions for
the representation of the function leads to significantly less
number of terms that define the complexity of the protocol.

Using already published experimental results [8], [19],
[20], [11], [21], [10], [6], [22] we can form the following
Table I. We have taken into account the best solutions (so
far), for ESOP and ESCT expressions, for functions of the
MCNC benchmark library [23]. Hence, we can conclude
that using ESCT expressions instead of ESOP as in [2]
we have a substantial reduction (39%)in the number of
terms in the exclusive-or sum and consequently in the
communication cost of the proposed protocol.

TABLE |. Benchmark f?.mcligns.
Name ESOP Terms | ESCT Terms

5xpl 31 20
9sym 51 34
coml 9 6
inc 31 15
fS1m 31 19
misex1 12 11
rd53 14 7
rd73 35 19
rd84 57 30
t481 13 10
Total 280 171
Average Terms 28 17.1
Reduction 39%

IV. Conclusions and future work

In this paper, an enhanced model for the minimization
of the communication costs for a secure computation
protocol presented in [2] is presented. The new model
results to almost 40% less communication cost. Future
work may deal with the development of more fast and
efficient algorithm for ESCT expression minimization as
well as finding more general “exclusive-or” sum of simple
disjoint decomposition than the ones of ESCTs.
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