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Abstract

In this paper a theoretical background for the architecture of Re-
versible Wave Cascades is discussed, as well as some minimization algo-
rithms for this architecture. Moreover, heuristic algorithms are proposed
for estimating the optimal (or near optimal) variable ordering of a switch-
ing function, which drastically improves the simplification results of those,
previously mentioned, algorithms. The topology of Reversible Wave Cas-
cades is useful because it has been proved to be reversible and moreover
it may help in the design of quantum circuits.

1 Introduction

Logic synthesis and its related problems of Boolean algebra constitute a hot
scientific area and much research in this field has taken place over these last
decades. For many years, logic synthesis was based on AND, OR and NOT
gates. Recently the XOR (eXclusive OR) gate is being used in place of the OR
gate, because it has been observed that it can reduce the complexity of most
real-life application circuits [1].

A boolean (switching) function can be expressed in many different ways.
Different expressions of a Boolean function may be useful in different situations
e.g. implementing a function in a specific type of FPGA (Field Programmable
Gate Array). Moreover it is usually desired to detect those expressions that
are optimal, regarding a certain criterium, e.g. it may be desirable that the
produced expression have the least possible number of variable literals. Finding
suitable and optimal expressions for a Boolean function can be a very difficult
and interesting mathematical problem.

In this work we deal with a special type of expressions called ESCT (Exclu-
sive or Sum of Complex Terms) expressions. They can be mapped to a special
cellular architecture called Reversible Wave Cascades (Fig. 1). It has been
proved [5] that this special architecture can be directly mapped to reversible
logic gates and more specifically to Generalized Toffoli gates. A logic gate is
called reversible, if it has the same number of inputs, outputs, and maps each
input vector into a unique output vector and vice versa. Moreover both fan-in
and fan-out are forbidden. In [7] it has been proved that all quantum logic cir-
cuits must be reversible. Therefore ESCT expressions and the Reversible Wave
Cascades architecture may aid in designing quantum circuits.



In order to form ESCT expressions for a Boolean function we may use the
ESCT expressions of its subfunctions through relations known as Boolean de-
compositions. Ashenhurst[2], Curtis[3], Roth and Carp[4] did pioneering work
on the field of Boolean decomposition. An ESCT expression is a XOR sum of
a special kind of terms, called complex terms.

In this work we present mathematical formulations that help us detect those
ESCT expressions of a certain Boolean functions that are optimal, regarding
the number of their complex terms, and even more we try to find appropriate
variable orderings that produce the best possible results.

Some algorithms have been developed in the past, for mapping switching
functions to cellular array architectures and then minimizing the number of the
produced complex terms. In references [8], [9], [11], [12] techniques like vari-
able reordering and cube transformation or even multi-valued logic are used, in
an effort to minimize the number of complex terms, though their architectures
differ from the one presented in this paper and are more complex. In ref-
erences [13], [14] a systematic method was presented to produce architectures
very similar to the Reversible Wave Cascade, by extending the EXORLINK [15]
operation to complex terms. In Ref [5] an algorithm was proposed for mapping
Reversible Wave Cascades to reversible gates (more specifically Generalized Tof-
foli gates), although it was not implemented. A similar reversible architecture
is described in [16], with major objective to minimize the number of garbage
inputs, although at that time no algorithm for the mapping and minimization
of an arbitrary function to such architectures had been proposed. In Ref [10]
BDDs (Binary Decision Diagrams) along with variable reordering techniques are
used to produce cellular arrays. The architecture produced is similar to the Re-
versible Wave Cascades, although the output of each cell may be connected not
only to its physical next but to others as well. In Ref [17] two algorithms were
presented that produced ESCT expressions for a single-output boolean function
while minimizing the number of terms in the produced expression. The first
one guarantees minimality for functions up to 5 variables, while the second al-
gorithm applied the first one on groups of cascades, inside the expression, as a
term transformation operation. These algorithms have been improved in [18]
with the introduction of relative terms and in [19] they have been extended for
multi-output boolean functions. In Ref [20] a new algorithm is proposed which
can detect minimal ESCT expressions for single-output switching functions of
up to 6 input variables.

In this paper we give a brief description of the algorithms presented in [17][18]
and [20]. Moreover, some algorithms are proposed for the variable reordering
problem, which can drastically improve the results of these previously mentioned
minimization algorithms.

2 Theoretical background

In this section we provide some background definitions.

Definition 1. A complex Maitra term [21] (complex term or Maitra term for
simplicity) is recursively defined as follows:

1. Constant 0 (1) Boolean function is a Maitra term.

2. A literal is a Maitra term.
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Figure 1: Reversible wave cascade CA

3. If M; is a Maitra term, a is a literal, and G is an arbitrary two-variable
Boolean function (Maitra cell), then M;11 = G(a, M;) is a Maitra term.

Additionally, it is required that each variable appears in each Maitra term
only once.

Definition 2. An ESCT (Exclusive-or Sum of Complex Terms) expression
(some times also called reversible wave cascade or Maitra expression) for a
switching function is an exlusive-OR sum of complex terms:

m

=Y oM,

where M; are complex terms and m is their number inside the expression. The
same variable ordering is used for every M;.

An ESOP (Exclusive or Sum Of Products) expression is a special case of
ESCT expressions where the Maitra cells may not implement the logical OR
and XOR functions.

Definition 3. A minimal (or exact) expression of a switching function f(x1,...,xy,)
of n variables is defined as the ESCT expression which has the least number of
terms comparing to every other ESCT expression for this function.

Definition 4. The ESCT weight w(f) (or simply weight) of a switching function
f(z1,...,2,) of n variables is defined as the number of complex terms in a
minimal ESCT expression of f.

Every two-variable switching function has weight equal to 1[21] . Functions
with weight equal to one are called cascade-realizable.
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An ESCT expression can be directly mapped to a reversible wave cascade
cellular architecture (Figure 1). A complex (Maitra) term is composed of Maitra
cells (r;5,1 < i < n,1 < j < m) which are two-input, one-output switching
functions. The horizontal input to each cell is a function variable and the vertical
one is the output of the previous cell in the same cascade (or the constant 0
in the case of the first cell of each cascade). The output of each cascade is
connected to the XOR collector, thus obtaining the function F'(x).

Definition 5. A k x k generalized Toffoli gate is defined [5] as: Py = Ay, Py =
Aoy Pr1=An_1,Py = frno1(A1,As, ..., Ap_1) @ Ay, where A; are the in-
puts of the gate, P; are the outputs of the gate and f,_1 is an arbitrary switching
function of n — 1 variables.

In Ref [5] it was proved that a k * k generalized Toffoli gate is reversible.
A Maitra cascade, composed of n cells, plus the corresponding XOR collec-
tor cell, is a (n 4+ 1) * (n + 1) Toffoli gate (Figure 1) where: P, = A; =
X1,..., P, = A, = X, An11 = 0 (or the output of another Toffoli gate)

)Pn-‘rl = fn(A1;A27 . ;An)@A’n-‘rl and fn(A17A23 s 7An) = Gn(Gn—l( .. G1(07X1)7Xn—1)aXn)

(Gi,i < n are arbitrary boolean functions defined in Definition 1). It follows
that a Reversible Wave Cascade is a reversible logic circuit because it is com-
posed of reversible gates.

Is is obvious that the mapping of an ESCT expression to a reversible circuit
is a trivial procedure. Algorithms that create ESCT expressions for switching
functions are very attractive, since, in essence, they produce reversible circuits.
Moreover, algorithms that create minimal ESCT expressions for switching func-
tions are even more useful, because they produce smaller reversible circuits, re-
sulting in, possibly, smaller production costs and of course less heat dissipation.

It has been proved that a Maitra cell doesn’t need to implement every two-
variable switching function. A set of only six functions is sufficient (complete
set) [22][23] . Such a set can be seen in Table 1. The cascades using cells from
this set are called Restricted Maitra Cascades and they will be used in the rest
of this paper. Without loss of generality, when we mention Maitra cascades, we
will refer to restricted Maitra cascades.

2.1 Representation

Definition 6. The minterm representation (MT) of a switching function f with
n variables is a bitvector of size 2" where the i-th bit is 1 if the i-th minterm of
fs 1.



For the rest of this paper, the minterm representation of a switching function
will be enclosed in brackets and will be expressed using hexadecimal notation.
A complex term is characterized by its cells, since its first input is the con-
stant 0. Therefore, we can represent it by a series of cells (cell representation).

Definition 7. The cell representation of a complex term is a series of numbers,
corresponding to the series of indices of Maitra cells (Table 1) that belong to the
complex term. The leftmost cell corresponds to the cell with the constant input
0 and the rightmost to the one closest to the XOR collector.

For example, function f = (1 ® x2)x3 + x4 = [FF60] is cascade realizable.
Using cells from the previously defined cell set, it can be represented as: (1541).
The left-most cell is the one with one of its inputs hardwired to constant 0.

For the rest of this paper the cell representation of a complex terms will be
enclosed in parenthesis.

2.2 Decompositions

Every boolean function can be expressed with the help of its subfunctions
through relations, known as boolean decompositions (or expansions).

Definition 8. Let f(x) be a switching function and x the vector of its variables.
Let x; be one of the variables in the vector x. Then f(z1,2a,...,2; =0,...),
flzr, 20, ..oz = 1,...) and {f(x1,22,...,2; = 0,...) ® f(x1,29,...,2; =
1,...)} are subfunctions of f, regarding variable x;. For simplicity, in the rest
of this paper, they will be referred as fy, f1 and fo respectively and x; will be
referred as x.

A boolean function f can be expressed as (Shannon, Positive Davio and
Negative Davio respectively):

o f(x)=2foDxfr
o f(x)=zf2® fo
o f(x)=2f2® f1

Additional expansions [17] for a boolean function f (in the form of ESCT
expressions) are:

(x) = (

o f(x)=(z+ fo)® (zf1)

o f(x)=(zf2) ®(z@ fo)

o fx)=(x+fo)®(z+h)
o f(x)=(z+f2) ® fo

o f(x)=(z+f2) ® i

o f(x)=(zf2) @ (z® fr)

o f(x)=(2fo)® (T + f1)



o f(xX)=(Z+ f2) ®(z& fo)

In Ref [18], the concept of Maitra cell class has been proposed. There are 3
different classes, the first composed by cells of index (1,3), the second by cells
of index (2,4) and the third by cells of index (5,6). Using this concept, two
definitions follow.

Definition 9. Two complex terms are called relatives if their corresponding
cells belong to the same Maitra cell class.

Definition 10. Let f be an m-variable switching function. By applying the
Shannon and Davio decompositions on f, a ternary tree (ETDD-Ezxor Ternary
Decision Diagram) is generated. This decomposition is applied until the constant
0 or 1 function is encountered or a leaf is obtained. This tree is named the
generator tree.

It has been proved [17] that the complement of a complex term M is also
a complex term. Moreover if x; is the cascade’s most significant variable then
M @ x; and M & T; are also complex terms [18].

For example, if f(z1, x2, 3, z4) = (1233) (x4 is the most significant variable),
then: f(z1,x2,23,24) ®Tq = (1233) D x4 ® 1 = (1231) & 1 = (2413).

3 Minimization theorems

The following theorems give the theoretical background for the algorithms pre-
sented in the next section.

Definition 11. An equivalent expression (Fs) of an ESCT expression (Fy =
. OP®...®P;®...) for a switching function f(x1,...x,) (x, is its most
significant variable) is an expression produced by applying the following trans-
formations to Fi:

e h=..0P®..®P...
e Fh=..0Pdz)e.. 0P dx;)®..., where z) =Ty, Ty.

The above transformations can, also, be applied to pairs of descendants of f
i its generator tree.

For example if F; = (1234) @ (2343), then an equivalent expression of F; by
complementing both terms is: Fp = {(1234)D1}®{(2343)d1} = (2412)®(1121).

Theorem 1. At least one minimal expression of a single-output switching func-
tion f(x1,...,zn) with less than 6 variables (n < 6) can be obtained from the
minimal expressions of fo, f1, fo. This is performed by merging common complex
terms between the minimal expressions of subfunctions of f.

Proof. The proof has been presented in [18].

This previous theorem is based on the fact that we can produce minimal
expressions for a switching function f of at most 5 variables by merging two
complex terms, which are common between two minimal expressions of f’s sub-
functions, into one.



Theorem 2. Let Q1 be a minimal expression of switching function f(x1,...,xy)
(n < 6), produced by the minimal expressions Fi1, Fj1 of fi, fj respectively (fi, f;
are subfunctions of f). An, equivalent to @1, minimal expression Q2 of f can
be obtained from two other minimal expressions Fyo, Fyo of fi, f; provided that
these are equivalents to Fy1, Fj1 respectively.

Proof. The proof has been presented in [18].

The following corollary is a direct consequence of Theorem 2 and has been
explained in [18].

Corollary 1. At least one minimal expression of a single-output switching func-
tion f(x1,...,x,) with less than 6 variables (n < 6) can be obtained from the
minimal expressions of fo, f1, f2. This is performed by merging relative complex
terms between the minimal expressions of subfunctions of f.

Corollary 1 improves the results of Theorem 1. It denotes that we can
use relative terms instead of common complex terms for merging, between the
minimal expressions of f’s subfunctions in order to produce a minimal expression
for f.

One interesting observation, derived from Corollary 1, is that if a subfunction
of a function is constant 0 or 1 then the weight of the function is equal to that of
its non constant subfunctions. This is because every complex term in a minimal
expression of its first non constant subfunction will be equal or complement
(thus relative) to a complex term in a minimal expression of the other non
constant subfunction.

Corollary 2. Let f be a Boolean function and f;, f;, fr its subfunctions. If f;
is constant (equal to 0 or 1) then w(f) = w(f;) = w(fi).
Proof. It is a direct consequence of Corollary 1.

Theorem 3. A minimal expression of a switching function f of n variables with
weight at most W, can be obtained by merging (zor summing) every switching
function of weight at most |W/3], with the subfunctions of f.

Proof. The proof has been presented in [19].

The following corollaries can be characterized as weaker forms of Theorem
3.

Corollary 3. A minimal expression for a switching function f of at most 5
variables can be produced by merging every cascade realizable function with the
subfunctions of f.

Proof. It is a direct consequence of Theorem 3, since the weight of a 5
variable switching function is as most 6 (since the weight of a 4-var subfunction
is at most 3 [24]).

Corollary 4. A minimal expression for a switching function f of 6 variables
can be produced by merging every switching function with weight at most 3 with
the subfunctions of f.

Proof. It is a direct consequence of Theorem 3, since the weight of a 6
variable switching function is as most 12 (since the weight of a 5-var subfunction
is at most 6).



4 Variable Reordering

In ESOP expressions, which are a subset of ESCT and have been widely studied
in the related literature, variable ordering of the input variables for a switching
function is not important. Regardless of the variable ordering the weight of the
function is the same. However, this is not true for ESCT expressions. Consider
the following example:

Let f be a single-output, 3-input switching function: f(z1,xs,x3) = (21 @
x9)xs. If we consider that x3 is the most significant input variable and z; the
least significant then f has weight 1, with minimal expression: (154). However
if we consider x; as its most significant variable and x5 its least significant, then
the same function has weight 2, with minimal expression: (614) @ (146).

It is obvious, from this previous example, that the ESCT-weight of a switch-
ing function is different depending on the ordering of its input variables. There-
fore, it is important to be able to find the best possible ordering, the one
that gives the minimum weight, before trying to find minimal expressions for a
switching function.

In this paper we propose a heuristic algorithm that finds such good variable
orderings. Algorithm VRORDER uses functional decomposition and is based
on the idea expressed by Corollary 2. If a function has one of its subfunctions
constant (0 or 1) then its weight is equal to the weight of its non-constant
subfunctions and therefore the number of complex terms does not increase as
we move towards the root of the generator tree (our initial function).

This previous observation shows that the more constant subfunctions there
are inside the generator tree of a switching function f, the more probable is that
the weight of f will be smaller. Moreover it is important that those constant
subfunctions are closer to the root of the generator tree.

5 Experimental Results

All the previously mentioned algorithms (Minl, EMinl, XMin6, VRORDER)
have been implemented on an AMD ATHLON XP 1.84 processor with the
LINUX operating system. In the section and when the VRORDER algorithm
will be implemented, experimental results will be given of VRORDER in con-
junction with actual minimization algorithms like EMinl.
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